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Abstract: Cloud computing, as one of the emerging 

technologies, is required to meet increasing and on-demand 
availability of all resources such as computing power, storage and 
networking. It provides the pool of resources and offers the 
mechanism to run various applications on Cloud Data Centers 
(CDCs). Cloud data centers are usually distributed across multiple 
sites. With the provision of distributed data centers, the need for 
their management and maintenance arises. Such circumstances 
lead networking capabilities to being implemented on larger scale. 
Software defined network (SDN) is the programming paradigm 
along with the NFV orchestration and incorporates the modular 
and dynamic network support for the cloud data centers provided 
and established by the cloud over the geographically separated 
places. In this paper, comprehensive study has been mainly 
conducted to highlight the need for the integration of both 
emerging and versatile technologies. We also cover challenges, 
issues and benefits which have to be considered in underlying 
architecture, models and devices. 

 
Keywords: Software Defined Network (SDN), Network 

Function Virtualization (NFV), NFV Orchestration, Cloud Data 
Centers (CDCs) 

I. INTRODUCTION 

Cloud provides the variety of services to its customers on 

the “Pay as you go” principle [1]. With the rapid growth of 

data and high demand to such services, Cloud has grasped the 
large amount of customers. Though the community of cloud 
users is increasing day by day, provision of the cloud services 
must be responsive at high rate and adaptive against each 
changed requirement [2]. Cloud providers mainly establish 
the infrastructure for the storage and hardware related 
services based on the data centers. Cloud data centers are 
developed and maintained remotely over the distributed areas 
to store the resources and provide the hardware support to the 
users.  
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There are many software tools to manage cloud-based 
infrastructure. One of popular software tools is OpenStack.  

OpenStack [3] is the open source platform that usually 
manage and build the clouds over the network. It can control 
entire set of resources and services of clouds within the 
underlying data centers. It basically enables the orchestration 
of the all cloud based resources and services. By handling the 
multiple hypervisors, OpenStack has capability to manage 
various cloud based data centers at the same time. As the scale 
of a data center is growing, it becomes more time-consuming 
and technically challenging work for the cloud providers to 
manage and maintain entire infrastructure with OpenStack. 
Software defined networking is the full fledge programming 
paradigm that enables any network to be scalable dynamically 
with incorporation of programming techniques. Integration of 
all these robust technologies such as Cloud, OpenStack and 
Software defined network results in a versatile paradigm that 
is dynamic, adaptive, scalable, and reliable at the same time. 
In order to achieve better consequences, the proper 
virtualization support must be incorporated. Network 
function virtualization is a technology used to virtualize 
network services such as: load balancing, routing, and 
firewalls. NFV is capable of adding new network functions 
and applications. It provides the virtualization support to the 
networks by facilitating modular virtualization of the all 
required network devices. In this regards, different 
opportunities and challenges can be encountered. Firstly SDN 
facilitates the decoupling for its two separated planes data 
pane and control plane. Dynamically scaling up is another 
benefit offered by the SDN. OpenStack make it possible to 
control the orchestration of the set of resources. 
Section 2 discusses cloud computing technology in detail. 
Wherein detailed information of cloud deployment models, 
three main services of cloud and limitation of cloud data 
centers are discussed. Section 3 covers Software defined 
networks, its architecture and essential components to work 
with SDN. In continuation with SDN discussion, section 4 
provides brief overview of one of the open source cloud 
platform known as OpenStack. Section 5 elaborates 
integration of SDN with cloud. This section also covers 
benefits of cloud along with common issues and challenges 
which are currently faced by cloud users. In section 6, we will 
discuss available platforms for simulation of SDN with cloud. 
Furthermore, comparative analysis of mentioned 
simulators/emulators is presented. Section 7 covers features 
and challenges of SDN enabled cloud. Section 8 concludes 
whole article and addresses the contribution of this research.  
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II. BACKGROUND 

A. Cloud Computing 

With the utilization of the Internet, the cloud computing 
facilitates the accessibility of resources on large scale, as 
shown in Figure 1. For instance, resources can be of any type 
such as computing, network connectivity or storage resources. 
Cloud makes sure the availability of the resources on the “pay 
as per use” scheme. Customers of cloud can access their 

required resources by on-demand through the network [4]. 
Cloud works on the principle of “Anything, Anytime and 

Anywhere.” To establish the cloud infrastructure, various 
services and deployment models have been built- up.  

 

Figure 1: Cloud Computing   

National Institute of Standards and Technology (NIST) [5] 
introduced four main deployment models of cloud. Each 
deployment model differ based on an infrastructure the cloud 
uses and its place where it is located.  

As shown in Figure 2, there are mainly four deployment 
models that usually cloud offers and builds for their 
customers, and on the basis of these models cloud makes 
available all the services to its community of customers. 
 Private Cloud: This model refers to an infrastructure that is 

mainly dedicated to a specific entity, an enterprise or 
organization. The major advantage that this type of cloud 
offers is the security because of the deployment of cloud at 
the place (premises) of its customer. 

 Public Cloud: This deployment model offers numerous 
types of resources to its users in the form of cloud services 
that can be accessible and available remotely. Benefit that 
can be achieved with these models is that cloud users do not 
have to invest initial cost to set up the infrastructure. 

 Hybrid Cloud: Hybrid model is the merger of two model 
discussed above and offers the proper orchestration of 
resources utilized between private and public models of 
deployment. “Hybrid deployment models” usually are more 
flexible than the others. 

 Community Cloud: Several organization with the similar 
and specific goal build and utilize the single infrastructure. 
Such an infrastructure shared among those various 
organizations is called “community”. The main purpose of 
this model is to build up a cloud service accessed across 
multiple organizations located in geographically or 

politically different boundaries.  

 

Figure 2: Deployment Models of Cloud Computing 

As shown in Figure 3, cloud service providers ensures the 
provision of the highly “responsive”, “adaptive” and 

“available” services based on the customer requirements [4]. 
Customers usually have to pay only up to the consumption of 
the resources. 
 Software-as-a-Service (SaaS): Cloud offered service 

model, in which the software and applications are usually 
built and provided by the third party hosts. Then, those 
applications are being made accessible and available to the 
cloud customers on the network referred as the Internet. 
They are licensed and hosted centrally. Most of the SaaS 
applications are accessible via thin clients. These services 
are also known as “on-demand software”. One of the most 

commonly and widely used Software-as-a-Service is 
Google Apps. Users can access the services like drive, 
Gmail, Docs and photos. 

 Platform as a Service (PaaS): Platform is being offered in 
these types of services to the cloud customers. These 
platforms usually facilitate the implementation of their 
business applications, and then its management and 
execution is also possible. Mainly these services fulfill the 
need of platform provisioning where one can develop, run 
and deploy their applications. Due to infrastructure’s 

availability, programmers and users do not need to worry 
about building and maintaining infrastructure. Typically 
building and launching of applications are major usage of 
Platform-as-a-Service. Most of platforms include 
Operating System, database, programming language 
environment for execution and multiple web servers. AWS 
Elastic Beanstalk, Microsoft Azure and Google App 
Engine are common examples of PaaS.   

 Infrastructure as a Service (IaaS): Outsourcing the 
resource like hardware as well as storage are known as the 
infrastructure as a service model. IaaS provides high-level 
application programming interfaces used to link details of 
given underlying network, location provisioning, security 
and backup infrastructure. IaaS considered as whole new 
setup for a business without collection of physical devices. 
Cisco Metacloud, AWS, Google Compute Engine and 
Rackspace cloud are known as Infrastructure-as-a-Service. 
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Figure 3: Services Offered by Cloud Provider 

In the continuation with discussed services, even though 
cloud may offer many different types of services, these three 
type explained above are the most demanded services until 
now. 

Cloud utilizes the mechanism of the cloud based data 
centers in order to make available anytime anywhere and keep 
highly responsive to its services over the network. As with the 
rapid growing of community of cloud customers the 
numerous data centers have been established into the cloud 
network infrastructure. The data centers allow applications to 
become more adaptive with the rapidly changing 
requirements. In this regard, OpenStack provides controlled 
orchestration of the cloud. Its established infrastructure is 
based on the network of data centers, but it possesses some 
limitation too. OpenStack also has specified range but it is not 
so much scalable in order to keep up with today’s changing 

requirements. There is a need to develop dynamic network 
that possesses the ability to grow timely and rapidly. 
Therefore the integration of software defined network with 
the cloud network can enhance its capabilities to pace with the 
current requirements. 

B. Software-Defined Network (SDN) 

SDN is a versatile technology that offers numerous 
benefits. For instance, the networks can be decoupled and 
become dynamic and flexible [6]. Its programmatic 
architecture facilitates the scalability of the networks and 
automated resource orchestration. Two planes (or stacks) 
mainly work for a network to be built, one is “data plane” and 

the other is “control plane”. Before SDN, both of the 

interfaces (planes) were tightly coupled. However, SDN has 
introduced the concept of decoupling these two phases, 
leading to the way of the provision of the “decoupled 

control”. Furthermore SDN uses the “Open Flow Protocol” to 

enable the communication between both of these planes.  
Control plane is the one of SDN’s stacks that contains a 

controller that usually makes all the decisions related to the 
transmission medium, routing, and orchestration. This plane 
has all those functions as well as processes which are 

responsible for selecting packet forwarding route and to make 
all decisions related to the controlling, management, and 
traffic. It also enables the signals of the networks. Controller 
is basically a logical component of SDN architecture, it gets 
directions from the upper layer. Information is usually 
extracted from the network components with the help of 
controller, and the interface that holds the network 
components resides below the control plane. 

 

 

Figure 4: SDN Architecture 

Data plane, sometime called forwarding plane or user plane 
is responsible for forwarding the packets or data up to the 
immediate hop. Data packets usually get forwarded through 
the device termed as the router. 
 SDN Architecture: As shown in Figure 4, 

Software-defined network’s architecture contains three 

main stacks referred as the components such as, “SDN 

controller”, “Networking devices” and “Application layer.” 
The application layer usually contains the programming 
modules that are linked with the controller to produce the 
signals for the resources in need. SDN controller is the 
logical layer. All tasks related to the signaling and 
controlling are being performed in this layer. Controller 
resides here to get instructions directly from the upper layer 
which is the application layer. SDN networking 
components layer represents all the physical components 
required for the networking. Data plane resides in this layer. 
Therefore, this layer is responsible for packet forwarding as 
well as for enabling the processing. The southbound and 
northbound APIs are used to establish connections between 
all three architectural layers of the SDN. Communication 
between applications and controller is enabled by the 
interface termed as the northbound API and the other one. 
The southbound API establishes the connection between 
the controller and its lower layer referred as the network 
components layer.  
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 OpenFlow Switch Architecture: SDN adopts OpenFlow 
protocol to communicate between the infrastructure layer 
and the control layer. It works like a communicating bridge 
between a network switch and a controller. OpenFlow has 
some additional functionalities such as power saving, load 
balancing, monitoring and mechanism [7]. Given 
architecture and result show that SDN-based environment 
can provide Quality of Service (QoS) that should be 
guaranteed for cloud computing services. An OpenFlow 
switch can be hardware or software where OpenFlow 
protocol is implemented. In order to build agile and flexible 
network by using SDN, all the computing devices with 
OpenFlow switch are connected. The OpenFlow switch 
separates data path and controller. The architecture is 
composed of controller, secure channel, group table and 
flow tables. Figure 5 illustrates architecture of OpenFlow 
Switch. This upper layer is known as Controller. Lower 
layer contains OpenvSwitch. Overall system can have 
multiple virtual clusters composed of number of virtual 
machines that communicate via OpenvSwitch.     

 

Figure 5: The architecture of OpenFlow Switch 

 Benefits and Challenges: Moving towards the software 
defined networking, while configuring the networks, many 
favors can be gained, but a few challenges can be 
encountered. Firstly, it controls the overall network by 
programming. Decoupling the control plane from the data 
plane is the major benefit offered by the SDN. Secondly, it 
enables the virtualization and provides the automated 
orchestration at the same time for the network components 
with the incorporation of NFV. Thirdly it enhances the 
dynamic scalability and optimization of the network 
resources. Interoperability, controller placement and 
security are key challenges for moving towards the SDN 
platform. Complete shifting can be proved more painful 
due to less knowledge of implementation and management. 
To achieve performance enhancement can be another 
challenge, while proper support of APIs is not fully 
standardized yet. Implementing controller can be more 
hectic task to be done.  

III. INTEGRATION OF SDN WITH CLOUD 

COMPUTING 

Cloud computing is considered as paradigm shift of 
traditional networks towards ubiquitous services. It enhances 
the way of accessing and storing data. Initially cloud were 
used only for storage purpose. Cloud was considered as the 
platform for managing, storing and accessing data over the 
internet. As technology evolves, cloud get major boost by 
providing compute services, network services, storage and 
automation services as well. Now, users can get a complete 
application, platform and infrastructure over the internet. 
Cloud has multiple servers that are accesses remotely in order 
to make its services available. Some common issues of cloud 
such as performance, management, scalability, and network 
reachability can be solved with the integration of Software 
Defined Network (SDN). Control plane and data plane have 
been separated in SDN. They manage IP assignment, network 
allocation, service testing and network reachability (end to 
end reachability) in cloud networks. Whole routing changes 
and bandwidth utilization is also tackled by SDN. As the 
orchestration is performed in some of cloud platforms so it 
makes the infrastructures more reliable, scalable and efficient. 
SDN manages network equipment flexibly by running 
software on external servers [8].  Decoupling data plane and 
control plane accomplishes the cloud computing vision of 
utility computing [8]. Cloud computing with SDN eliminates 
up-front cost for networking infrastructure, reduces 
maintenance cost and provides on-demand computational and 
networking scaling services. Network virtualization and 
orchestration in SDN enable cloud to work more efficiently 
[8]. In particular, OpenFlow [9] provides a standard interface 
for caching packet forwarding rules in the flow table of 
switches, querying traffic statistics, and notifying topology 
changes. OpenFlow allows infrastructure layer of SDN to 
communicate with Control layer [9]. Direct access has been 
allowed by OpenFlow for manipulation of forwarding plane 
of network devices such as switches and routers, both physical 
and virtual (hypervisor-based).  

SDN makes network programmable and devices can work 
with new standards. Cloud computing and SDN complement 
each other provide control of network.  

A. Benefits of SDN for Cloud 

SDN is considered as the solution for cloud service 
providers. While expanding the network, there is no need to 
worry about additional control planes. Minimum planning is 
required at times of expanding a network. Without SDN, 
reconfiguration of each device will be required to meet the 
user needs. Several networks can be managed by cloud 
providers without splitting them into multiple VLANs as SDN 
virtualizes whole environment. There is central management 
with distributed environment, which provides network 
administrator with the ease of management. Following are 
major benefits of SDN for Cloud Computing: 
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 Cost Reduction: SDN supports networking functionalities 
of layer 1, layer 2 and layer 3 devices through software 
networks. No additional cost is required for this setup as 
many of SDN services are free. License should be paid for 
some SDN solutions such as VMware’s NSX. Multiple 

operating environments such as OpenDaylight, ONOS and 
Floodlight work with SDN.  

 Intelligent Global Connection: SDN works with 
load-balancing cloud and infrastructures of data centers for 
creating intelligent and globally connected environments. 
SDN uses network logic for global traffic management and 
sending traffic to authorized data centers. Integrating SDN 
with cloud platforms enables architects to create fluid 
automation of traffic flows in data centers.   

 Reduced Downtime: Upgradation of one device that is 
virtualized in multiple nodes consumes less downtime than 
upgrading several devices. It also helps to recover from any 
fault that has been caused by upgrades.  

 Granular Security: In virtualized environment, network 
management becomes difficult to do. Applying firewalls 
and filtering policies on network becomes difficult as well. 
SDN provides central point of control to distribute security 
information within network organization.  

B. Issues and Challenges 

Integrating SDN in cloud platform is very beneficial but 
many challenges and issues occurred during this process. 
Those challenges hinder the performance and 
implementation. A few of those challenges are discussed 
below: 
 Controller Placement: Deciding the location of controller 

in SDN is threefold problem. It depends upon number of 
controllers. A controller related with multiple switches and 
placement requires efficient network design plan [10].  

 Security Issues: In public clouds, implementing SDN can 
come up with security issues. Some attacks like Denial of 
Service, Spoofing and malicious injections are very 
common in virtualized networks [11]. Control plane 
decoupled with data forwarding hardware makes it 
vulnerable to attacks.  

 Bugs in Large Scale Distributed System: Cloud is 
composed of distributed nature of Virtual Machines that 
enlarge the network and SDN establish centralized 
controllers for managing such huge frameworks. If any of 
the bug encompasses, it is difficult to find out easily so 
there is need of debugger that relies on multiple VMs [12]. 

 Performance: There is explosive growth in applications 
and user requirement of cloud computing. Performance can 
be deprived by scaling the network, data transfer and data 
lock-in. It is usually measured in terms of service and 
application availability. 

 Lack of Resources and Expertise: SDN with cloud is the 
latest technology emerging day by day. It has complete 
paradigm shift from traditional networks. Implementing 
such a technology requires special expertise of networks, 
virtualization, IP allocation and reachability. Generic 
hardware resources are required for this integration. Virtual 
networks are easy to manage over cloud once created but 
virtual machines implementation requires additional 

computer-related skills.  
There are several other issues of integrating SDN with cloud 
computing i.e. scalability, application availability, 
interoperability and reliability. The whole network depends 
upon central controller, if any issue occurs then whole 
network collapses. In order to decrease the chances of 
controller failure, cloud must decide the functionality and 
utilization of controller [13]. If there is any link failure then 
controller must support multi-path solutions and traffic 
rerouting. There is need of standard APIs so that data plane 
and control plane will communicate with each other. 

C. Features 

Most useful and responsive network infrastructure can be 
built with Software Defined Networks. It removes the 
implementation and scaling of new hardware for additional 
tasks.  

Deploying SDN with cloud provides agility for IT manager 
with cost-effective implementation. It allows to address the 
security issues in a better way. In a traditional network 
architecture, organizations have to buy new devices every 
year but with SDN most of the hardware based services are 
converted into software applications. SDN has capability of 
auto configuration. It can reconfigure on the fly as per need of 
application. This integration could be considered as 
disruptive evolution of business towards expense-centric 
models in typical clouds. SDN enabled clouds bring 
portability and programmability in network infrastructures 
[14]. Users can work on orchestration of applications using 
SDN in cloud. Main features of Integrating SDN with cloud 
are listed below: 

 Cost Efficiency 
 Application Optimization 
 Orchestration 
 Scalability 
 Virtualization 
 Centralized Controlled 
 Decoupled Data and Control Plane 
 Network Policy 
 Network Reachability 
 Dynamic Network 

IV. SDN ENABLED OPENSTACK CLOUD 

Neutron is the replacement of the networking API termed 
as the “Quantum”. It is referred as the networking controller 
for the OpenStack [11]. Neutron facilitates the development 
of the SDN over the network based on cloud infrastructure. 
Neutron project is initiated by the OpenStack, it enables the 
utilization of the “Network as a Service”. To get integrated 
both of the technologies, the neutron agent and the controller 
plug-in must be linked together. Figure 6 shows the overall 
architecture for the underlying integration model. Both 
technologies must be interfaced with each other to enable 
communication.  
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Neutron has its logical architecture [15], while working 
with OpenStack it receives the instructions from all other 
components of the OpenStack. Then, “neutron server” 

establishes the virtualized network and initiates signals to the 
underlying plug-ins to handle received requests.  

Neutron Plugins are responsible for establishing the logical 
link between the neutron server and database, and forwarding 
the request towards the neutron agent. Such an agent 
ultimately executes the request on the “network provider” 

[15]. This Network Provider is basically responsible for the 
service implementation such as OpenvSwitch (OVS) or any 
sort of networking switch. Message queue is mainly 
responsible for controlling the overall communication. 

 

Figure 6: SDN Enabled OpenStack Cloud 

Integration process of OpenStack with the SDN lies into 
two stages. First one is to enable the virtualization. For this, 
SONA (Simplified Overlay Network Architecture) can be 
used to facilitate virtualized network. Second one is to 
implement the data plane for the networking components 
linked with the physical layer of the architecture. Finally the 
ONOS (Open Network Operating System) controller would 
be incorporated to control and manage the both physical and 
logical planes. 

OpenStack is a cloud platform that manages huge compute, 
storage and network resources. All resources are managed 
through APIs with common authentication mechanism. It 
provides the features of automation and orchestration to 
manage multiple applications over cloud. It is well defined 
cloud platform. It is usually deployed as 
Infrastructure-as-a-Service. SDN is composed of three 
sections: Network management,  Control Plane, and Data 
Plane. 

OpenStack cloud has 9 main components in the 
implementation of SDN. A few challenges have to be 
addressed. A network management through horizon 
dashboards needs specialized skills. Separating data plane 
and control plane requires multiple VMs to process data for 
flow and storage. Special database known as Trove is used to 
store data in the form of relational and non-relational 

structure. Trove is reliable and scalable database service of 
cloud [13]. 

Neutron provides networking service for OpenStack so that 
control plane of SDN must work with it. Neutron ensures that 
each component of the network must communicate with each 
other properly. Glance retrieves and stores virtual machine 
disk images. Nova is OpenStack service that provide 
computational capability in order to fulfill requirements of 
core computational operations.    

V. SIMULATION PLATFORMS 

Cloud computing offers great advantages and services. 
Grid computing, utility computing, web computing and 
virtualization, all are part of cloud these days. Most of these 
features enable users to work in cloud environment. It is the 
most powerful tool to work on High Performance Computing 
(HPC). End user can be provided with applications and 
services from cloud provider over the internet. Cloud 
providers need to evaluate their services time to time. If those 
evaluations need to be in real-time, then the whole process 
becomes so costly. In order to reduce this issue of cost, 
simulation platforms provide ease of use. According to 
literature there are number of network modeling and 
simulation platforms which are based on the concept of cloud 
computing. “Cloud Simulation” platform can improve the 

capability of simulation of grid in sharing, collaborating, 
fault-tolerating and migrating multi-granularity resources on 
demand by multi-user, which establishes a new modeling and 
simulation mode [16]. There are multiple other platforms for 
simulation of cloud such as “CloudSim”: It is a framework for 

modeling and simulation of cloud services and infrastructure. 
Multiple platforms for Software Defined Network simulation 
are also available. 

A. Open Source Cloud Computing Simulators 

For implementing new algorithms, standards, testing and 
experiments, cloud based real environments are costly and 
difficult to create. But it is necessary to test before 
implementation. Cloud Computing Simulators play a vital 
role for reducing development cost, incorporate with 
advancements within technology, analyze security threats, 
and reduce the complexity and overall performance of the 
infrastructure. Simulators provide ease-of-use, facilitate 
flexible and dynamic configuration and development 
environments. Following are some Open Source and free 
cloud simulators that perform better than some 
commercialized ones.  
 CloudSim – It is a Java-based simulation toolkit that is 

generalized and extensively used by researcher and cloud 
community. It supports communication between 
components, and creates CloudSim entities, queuing events 
and manage the simulation clock. Features of CloudSim 
include virtual machines, applications, users, data centers 
and computational resources. It supports simulation for 
large scale cloud data centers.  
 
 
 
 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 
ISSN: 2278-3075 (Online), Volume-9 Issue-4, February 2020 

2546  

Retrieval Number: D1930029420/2020©BEIESP 
DOI: 10.35940/ijitee.D1930.029420 
Journal Website: www.ijitee.org 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

 
 CloudAnalyst – This simulator is derived from CloudSim 

with some additional features. CloudAnalyst supports the 
evaluation of social networking tools according to the 
geographical distribution of users and data centers.  
Determining the behavior of large scale internet 
applications is possible with this tool. It can conduct 
multiple simulations with little change in parameters. 
Monitoring cloud clusters, data flow in centers and load 
balancing as real-time environment is supported by 
CloudAnalyst. Features of CloudAnalyst includes graphical 
User Interface for output and setup, efficient output and 
experiment looping. 

 iCanCloud – It supports the simulation for the networks 
having large storage. This simulation framework is based 
on SIMCAN that predicts the tradeoff between cost and 
performance of set of applications that are executed in 
specific hardware. It provides detailed information about 
cost to user. iCanCloud was designed specifically for 
optimizing flexibility, performance, accuracy and 
scalability. It can model both existing and non-existing 
cloud computing architectures. Customizable Virtual 
Machines can used to simulate uni-core and multi-core 
systems quickly.  

 GreenCloud – This platform has been developed for 
energy-aware data centers of cloud computing. It is 
considered as the best packet level simulators that enable 
communication in clouds. This simulator was developed for 
workload scheduling, monitoring and resource allocation. 
GreenCloud is considered as the solution for 
communication protocol, optimization and network 
infrastructure. It provides support for simulation of CPU, 
storage, memory and network resources is available in 
mentioned platform. 

 EMUSIM – It is the combination of AEF (Automated 
Emulation Framework) and CloudSim. It extracts 
information of application behavior automatically. The 
EMUSIM simulator is of great use when the tester has no 
idea about the performance of the software under the 
various levels of concurrency and parallelism which 
impede simulation. Main features of EMUSIM includes 
providing the information of performance, combining 
emulator and simulator, and supporting loosely coupled 
CPU intensive applications.    

 GroundSim – This Java-based simulator is designed for 
scientific applications that need event-based results. There 
is a need of only one simulation thread. It is a simulation 
tool for Grid and cloud computing as well. It can easily 
simulate complex scenarios. It mainly focuses on IaaS that 
can be extended to PaaS and SaaS.  

 DCSim – This extensible data center simulator is designed 
using Java. High-end experiments on data center 
management techniques and algorithms can be developed 
using DCSim. It contains a multi-tier application model that 
allows the simulation of dependencies between VMs [17]. 

Table 1 shows the comparison among these simulators on the 
basis of multiple features discussed in [17].  
 
 

Table 1: Comparison of Open Source Cloud 
Computing Simulator 

 

B. SDN Emulators and Simulators 

There are 2 main emulators available for software defined 
networking. 
 Mininet Emulator – It creates a network of virtual hosts, 

controller, switches and links. Switches in mininet support 
OpenFlow standard protocol for communication. 
OpenFlow supports highly flexible routing and Software 
Defined Networking. This emulator is used for deploying 
large networks on limited resource machine having VMs. 
Mininet emulator can execute unmodified code 
interactively on virtual hardware on a simple PC [18]. It 
provides realism and convenience at low cost. It allows 
users to create topologies with thousands of nodes and 
multiple hosts. User is also able to work in a way that data 
plane and control plane still remain separated. In general it 
runs on Linux environment. It allows users to build, 
customize, share and test their own SDN.  It emulates 
OpenFlow devices and controllers. It contains many default 
topologies such as single, minimal, reversed and tree [18]. 

 EstiNet Simulator – It uses the kernel reentering 
simulation methodology that enables real applications to 
run on nodes in Simulink network. It works as both 
emulator and simulator. It combines the advantages of 
emulation and simulation approaches without their 
respective shortcomings [19]. This tool is also used for 
working on Software Defined Networks, supporting 
OpenFlow to work on SDN.  In the article [20], the author 
compares Mininet and EstiNet on the basis of correctness, 
performance and scalability. Floodlight OpenFlow 
controller is used without any modification. Experiments 
have been conducted on grid network and the EstiNet 
correctness results are always correct and repeatable. 
Mininet requires time consuming effort for configuring 
large networks as compared to EstiNet. It is suggested that 
scalable and large networks are better to simulate in 
EstiNet.  

 NS-3 Simulator – It is a discrete event-network simulator. 
It is used for academia and research and helps user with 
their work on SDN through networking simulator. It works 
accurately at times of testing Software Defined Networks. 
Spanning trees in SDN can be built using NS-3. SDN 
enables flexibility in communication networks as there is 
separation of globally defined standards [21]. NS-3 can 
work fine with programmable application of SDN.   
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VI. CONCLUSION 

In this paper, two technologies i.e. Cloud Computing and 
Software Defined Networks are discussed in detail. From 
emergence to the integration, each component of both 
technologies are discussed. The aim of this paper is to aware 
community about latest trends, platforms and technologies 
that are using Cloud Computing with SDN. Cloud is the best 
platform for initializing any IT business with low costs. SDN 
enables programmable environment to work with. Open 
Source platforms and simulators for implementing cloud 
computing with SDN are also presented. 

In this paper, a comprehensive study has been mainly 
conducted to highlight the need for the integration of both 
emerging and versatile technologies. In addition, major 
challenges, issues and benefits are presented with 
consideration of underlying architectures, models and devices 
used in SDN. 
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