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Abstract: This study is focused on identifying the high 

significance of input factors in strawberry growth and production 
using a linear regression model. Greenhouse strawberry 
cultivation is increasing so fast due to the high demand for 
strawberry and farmers are also taking different types of technics 
for greenhouse cultivation to get high productions of strawberry. 
This study aims to increase the production of strawberries in order 
to maximize the profits from the cultivation of strawberries and 
also to fulfill the demand for strawberries. The strawberry data 
consist of average strawberry productions (AvgSP), electric 
conductivity (EC), potential of Hydrogen (PH) value, greenhouse 
inside temperature (Temp), greenhouse inside humidity, CO2, 
nutrient solution with water, and supply of water nutrient 
solution. To find out the relationship among each input factor we 
use the correlation method and after that based on the correlation 
we make different types of combination of input factors. In this 
study, we use the linear regression method to find out the R2 value 
and significance factors of different combinations of input 
factors. For the linear regression model we take average 
strawberry production as output and different combination of 
input factors as input. In result and discussion, we concluded the 
high significance input factors in strawberry growth production. 

 
Keywords: Strawberry Growth Production, Linear Model, 

Correlation, Strawberry Data. 

I. INTRODUCTION 

At present, strawberry is regarded as one of the most 

popular fruits all over the world and strawberry cultivation is 
considered one of the healthiest economics also. Many of the 
countries like USA, South Korea, Turkey, Spain, Egypt, 
Japan, Poland, Germany and etc. yield strawberry in tonnes. 
Strawberry is consists of various types of nutrition’s such as 

Vitamin C, Iron, Calcium, Magnesium, Protein, Potassium, 
Carbohydrate, and etc. [1].  
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This is the reason people are considering to take 
strawberry fruits in their daily routine life and the demands of 
strawberry fruits are increasing rapidly.   

In year 2006 strawberry productions was 58,41,237 
tonnes in total all over the world but in 2014 the production of 
strawberry was very high and it was 81,14,373 tonnes. The 
Demand for strawberry is continuously increasing all over the 
world. Therefore, farmers want to increase strawberry 
productions day-by-day and this is the high time to help 
farmers by technological support to increase strawberry 
productions. 

Considering the high demand of strawberry, greenhouse 
strawberry cultivation is so much familiar nowadays. Farmers 
has different types of technics to cultivate strawberry in 
greenhouse. Some technics are used for growing plants with 
soil, some are used for growing plants with soil and mineral 
nutrient solutions, and some technics are used for growing 
strawberry plants without soil only with nutrient solutions 
flow with water and this technic called hydroponics method. 
In our study, we got data from hydroponics farm. For 
hydroponics method farmer have to consider water nutrient 
solution, inside temperature of greenhouse, inside humidity, 
electric conductivity (EC), potential of hydrogen (pH) value, 
and CO2 [2]. 

   This study focuses on identifying the high significance 
of input factors in strawberry growth production using linear 
regression model. The primary purpose of this study’s to 
increase the strawberry production, to increase the profit of 
strawberry and also to fulfill the demand of strawberry. The 
strawberry data consists of several categories they are, 
average strawberry production, EC, PH value, Temperature, 
Humidity, CO2, Nutrient Solution, and supply nutrient 
solution. Using Correlation Method, to find the relationship 
between each input factors and then based on the correlation 
result to make the different combination of input factors in 
linear model. Because, in linear model, average strawberry 
production taken as output and different combination of 
factors taken as input. Table 1 shows the linear model result 
and it contains model formula, R2 value and significance 
factors. Depends on the table we concluded that identifying 
high significance factors in strawberry growth production in 
the result and discussion. 

II.  RELATED WORKS 

Author M.L.A.T.M. Hertog and et al, were published a 
paper on predicting the quality of strawberries packed in 
changed atmospheres (cv. ' Elsanta '): an integrated 
development approach [3].  
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Narges Banaeian and et al, had been published about the 
potential and economic analysis of greenhouse strawberry 
production in Tehran, Iran [4]. Sedgwick and Philip were 
clearly explained the Pearson’s Correlation Coefficient [5]. In 
statistics, linear regression is a linear approach to modeling 
the relationship between a scalar dependent variable y and 
one or more explanatory variables known as X. For more than 
one explanatory variable, the process is called multiple linear 
regression [6]. Green Bang and et al, examined the interactive 
experience room using infrared sensors and user’s poses [7]. 

Jagadeesh Kakarla and et al, had been published the 
IDMMAC: Interference Aware Multi-Channel MAC WSAN 
Protocol Distributed [8]. Jin-Hee Lee and Byeong-Seok Shin, 
had been published a paper about the Delivery of sensors: an 
effective real-time delivery technique [9]. Ming Xie and et al, 
has been published a paper about 
Membrane-based sewage recovery processes: technology, pr
oblems, and future path [10]. Dietmar Schwarz and et al, has 
been published a paper about the influence of nutrient 
solutions with water concentration and root pathogen 
(Pythium aphanidermatum) on tomato root growth and 
morphology [11]. Erik A and et al, has been published a paper 
about closed soilless growing systems: Dutch greenhouse 
horticulture sustainable solution [12]. Roland De Marco and 
et al, has been published a paper about hydroponic nutrient 
solutions with the flow injection potentiometric and 
ion-selective cobalt-wire phosphate electrode [13]. K. A. 
Garrett and et al has been investigated regarding the plant as 
the corresponding indicator of climate changes indicators 
[14]. Weitang Song and et al, has been published a paper, 
tomato fusarium wilt and its chemical control strategies in a 
hydroponic system [15]. Karen Smeets and et al, has been 
published numerical verification and critical evaluation of a 
hydroponic culture system for Arabidopsis thaliana [16]. 
Huihui Yu and et al, worked for a Chinese solar greenhouse 
temperature prediction and their worked has been published 
on the basis of LSSVM optimized by reinforced PSO [17].  
Thomas Graham and et al, has been published a paper about 
Hydroponic tomato response to daily water ozone 
applications through drip irrigation [18]. Kennedy Were and 
et al, has been published  a paper about A comparative 
analysis based study among different types regression models 
to predict and map soil organic carbon stocks across the 
Afromontane landscape and models are SVM, ANN and RF 
[19]. A.B.M.Salman Rahman and et al, has published a paper 
about an analysis study based on a model of linear regression 
for changes in fruit size in plum diseases [20]. Gianulaca 
Caruso and et al, has been published a paper about the 
Impacts of environmental cycles and nutrient solutions on 
alpine strawberry (Fragbaria vesca L) plant growth, 
development and fruit quality grown in hydroponics [21]. 

Based on the related works, this study focuses on identify 
the high significance input factors in strawberry growth 
production. 

III. MATERIALS AND METHODS 

In this study, we included strawberry data over 9 months 
from September 2015 to May 2016. Data is gained from a 
strawberry farm in South Korea named Mebangsuliang which 

consists of average strawberry production, EC value, pH 
value, inside temperature, inside humidity, amount CO2, 
nutrient solution with water flow, and supply of water nutrient 
solutions. We used different types of sensors to collect 
environmental data from greenhouse and also used EC and 
pH sensors to collect EC and pH values. 

 
 We used correlation method to find out the relation 

among every input factors and we create different types of 
combinations of input factors based on the correlation results.  
The purpose of using the correlation method to reduce the 
multiple times for designing different types of combinations 
of input factors because it is easy to identify the positive 
correlations factors. Implements the linear regression model 
to identify the high significance factors with the help of R2 
values. 

 
1.1 Correlation 

Correlation is normally known as a measuring system of 
linear relationship between two different variants. Usually 
correlations is used when identified response variable is not 
available. The direction and the level of confidence of linear 
relationship between two or variables are determined by the 
correlation method. 

   The product-moment correlation of Pearson is 
considered as one of the most common measuring methods 
among all correlation method types, this method is referred to 
merely as the correlation or coefficient of correlation. The 
qualitative characteristic of the correlation are given below: 
 

 +1 indicates a perfect positive correlations 
 -1 indicates a perfect negative correlations 
 0 indicates that there is no relationship among the 

different variables. 
 Values between -1to +1 told about the strength of the 

correlation.  
 

We assumed a model: 
 

                                  (1) 

 
Where,  is considered for the number of performance pairs, 

is considered for of the products of paired scores of sum, 

 and  are considered for scores of sum. and  are 

considered  for  square scores of  sum. 
 
1.2 Linear Regression 

Linear regression is a way to determine the relationship 
between a scalar dependent variable noted as Y and on the 
other hand one or more independent variables noted as X. In 
this case, if only one explanatory variable then its referred to 
as a simple linear regression and if more than one explanatory 
variable is referred to as multiple linear regression (the 
concept must be distinguished from multivariate linear 
regression due to multiple 
correlated dependent variables 
instead of a single scalar). 
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 Data sets are modeled with linear predictor functions 
and are also derived from the data with unknown model 
parameters in linear regression. Such models are referred to as 
linear models. Linear regression appears most prominently to 
refer to a system in which the conditional mean of y given as 
the value of X is an affine function of X [6]. More 
specifically, linear regression tends to refer a system in which 
the median, or some other quintile of the conditional 
distribution of Y, given X is expressed as a linear function of 
X. Like most other forms of regression analysis, linear 
regression are always focused on the conditional distribution 
of the probability of Y given X rather than the joint 
distribution of the probability of  Y and X, which is field for 
multiple analysis domain. 

 
We assume a model 
 

          (2) 

Here β0 and β1 are considered for two unknown constants to 
represent the slope and intercept and also known as 
coefficients or parameters, X is represents different types of 
variable and s is the error term 

IV. RESULT AND DISCUSSION 

In result and discussion, we used Pearson Correlation to 
find out the relation among different types parameters of 
strawberry data and figure 1 shows for Pearson Correlation of 
factors in strawberry data. In this correlation result, +1 for 
positive relation, -1 for negative relation, and 0 for no relation 
among variables or parameters. The numbers of correlation 
values between two variables and colours shows for 
identifying the positive or negative correlation. Based on the 

result of positive correlation to create the different 
combination of input factors and everything are shown in 
table 1. Table 1 shows for result of linear model with different 
combination of input factors, R2 value and their 
corresponding significance factors. 

 

 
 

Fig.1. Result shows for Pearson Correlation of Factors. 
 

 
Table 1 shows for result of linear model with different combination of input factors 

 
Different Combination of Input Factors R2 Value Significance Factors 

Nutrient_Solution + Temp + PH + CO2_ppm 0.31 CO2 ppm (*) 

Nutrient_Solution + Temp + Humidity + SupplyNutrients 0.27 Temp (*), Nutrient Solution (.) 

Nutrient_Solution + Temp + PH + Humidity 0.22 Nutrient Solution (*), Temp (*), Humidity (.) 

Nutrient_Solution + Temp + CO2_ppm + SupplyNutrients 0.34 CO2 ppm (*) 

Nutrient_Solution + Temp + Humidity + CO2_ppm 0.31 CO2 ppm (*) 

Nutrient_Solution + Temp + PH + SupplyNutrients 0.23 Nutrient Solution (*), Temp (*), Supply Nutrients (.) 

   

 
If the value of R2 is 1 or close to 1 then the model is 

goodness of fit. In this case, the R2 value is below 0.5 
sometimes its depends on the data we get this type of values. 
In significance factors, (*) for importance and (.) for less 
importance. Figure 2 shows one of the combination of input 
factors taken in table 1 and the result shows for comparison of 
actual data and fitted value of strawberry production data.  In  

figure 2, x-axis have number of days and y-axis have 
average strawberry production (gram/plant). The blue dotted 
points refers for actual data and red line refers for fitted linear 
model.  

If the red line touch each points (or closely to the points), 
then it is perfectly fitted in the model. In figure 2, the red line 
almost touches the blue points (or closely to the points) and 
therefore it is perfectly fitted in strawberry data.  

 
 

Fig. 2. Result shows for comparison of actual and fitted 
value of strawberry production data. 
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Fig. 3. Result shows for checking the residuals, normal 

QQ, and leverage plots. 
 

Figure 3 diagram shows Using residuals, normal QQ 
plots, scale location and leverage plots to check the linear 
model for fitness or not. For checking residual vs fitted plot, 
have to check the red line in the plot is linear or non-linear. If 
the fitted line is non-linear then the model is goodness of fit 
otherwise the model is not fit. Second, in the normal QQ plot 
if the data points are closed to the dotted line or on the dotted 
line then the linear model is fitted otherwise the model is not 
fitted. Third, in scale spread location plot or location plot, if 
the data points are widespread and the red line is horizontal, 
the model is fit otherwise the model is not fit. Finally, the 
residuals vs leverage plot shows to find the outliers. 
Therefore, the overall fitness test of the models and the value 
of R2 is 0.34. 

Depends on the linear model result of table 1, we 
identified the high significance of input factors they are 
Nutrient Solution, and Temperature. Finally, these are the 
high significance input factors in strawberry growth 
production. 

V. CONCLUSION 

In conclusion, this study focused on identified the high 
significance factors in strawberry growth production using 
linear model. The main goal of this study is to improve the 
production of strawberries, increase the profit of strawberries 
and also meet the demand of strawberries. In this study, 
implemented the correlation method and linear model to 
identify the high significance factors are Nutrient Solution 
and Temperature in strawberry data. In future, we will adapt 
new sophisticated model for predicting strawberry growth 
production and estimating the demand of strawberry in the 
market. Future work is to add security features in supplying 
nutrient water supply and find any attack happened using 
digital forensics methods[22][23]. Further applying image 
processing techniques to detect diseases in strawberry growth 
[24][25][26].  
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