
International Journal of Innovative Technology and Exploring Engineering (IJITEE) 
ISSN: 2278-3075 (Online), Volume-9 Issue-2, December 2019 

4167 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: B6541129219/2019©BEIESP 
DOI: 10.35940/ijitee.B6541.129219 
Journal Website: www.ijitee.org 

 
Abstract: Detecting camouflage moving object from the video 

sequence is the big challenge in computer vision. To detect 
moving object from dynamic background is also very difficult as 
the background is also detected as moving object. Mask RCNN is 
a deep neural network which solves the problem of separation of 
instances of same object in machine learning or computer vision. 
Thus, it separates different objects in video. It is the extension of 
faster RCNN in which an extra branch is added to create an object 
mask simultaneously along with bounding box and classifier. 
After giving input, Mask RCNN gives the rectangle around the 
object, class to which object belong and object mask. This article 
introduces Mask RCNN algorithm along with some modifications 
for target detection from dynamic background and also for 
camouflage handling. After target object detection, contrast 
limited adaptive histogram equalization is applied. Morphological 
operations are used to improve results. For both challenges 
quantitative and qualitative measures were obtained and 
compared with the existing algorithms. Our method efficiently 
detects the moving object from input sequence and gives best 
results in both situations. 

 
Keywords: Camouflage, object, dynamic, moving, video 

surveillance. 

I. INTRODUCTION 

In any surveillance system, moving target detection from 

different environment such as indoor and outdoor with 
various challenges is very difficult task. Many researchers 
have worked on various challenges of object detection but 
still not developed a perfect algorithm. Camouflage occurs 
when moving object shares similar color with that of the 
background. Thus, as foreground pixels and background 
pixels appear same, it becomes very difficult task to separate 
moving target from background. This paper addresses 
dynamic background and camouflage problem. Basic 
methods of detection are background subtraction, frame 
differencing and optical flow. Then, came background 
modelling methods such as gaussian mixture model (GMM), 
kernel density estimation etc. and manual feature extraction. 
Nowadays neural network has got utmost importance in 
research work especially in detecting moving objects. Neural  
networks are typically organized in different stages. These  
stages consist of a number of nodes(vertices). These nodes are 
linked to every other node.  
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Every vertex contains a mathematical function. Input is 
applied through the input stage that passes through one or 
more inter-immediate stage where the operations are done.  
An output stage gives the actual output. After convolution 
neural network (CNN) [1] came Region base convolutional 
neural network (RCNN) [2], fast RCNN [3], Faster RCNN [4] 
and Mask-RCNN [5] with little modifications in each stage 
for object detection. Our method uses Mask-RCNN along 
with some addition for accurate object detection. 
Mask-RCNN predicts object mask  
or each target in parallel with classification and rectangle box. 
Histogram equalization concept to improve contrast [6]is 
applied on the target output followed by dilation for better 
results. 

II.  LITERATURE SURVEY 

With increasing research work in moving object detection 
more challenges were discovered, hence it became an active 
research area. Lots of research has been done to develop new 
models to overcome problems such as camouflage, dynamic 
background, illumination changes, shadow, and occlusion. 
Basic object detection algorithms are background subtraction 
[7], frame differencing [8], and optical flow [9]. Background 
subtraction gives poor results for dynamic background, a 
ghosting effect occur in case of frame differencing method 
whereas complexity increases in case of optical flow. In case 
of dynamic background, parametric pixelwise GMM [10] is 
used to model the multimodal background. But it is sensitive 
to noise. A model given in [11] deals with non-Gaussian 
processes is more robust to dynamic background then GMM. 
All these methods need prior knowledge of background. 
Barnich et al. [12] proposed a Visual Background Extractor 
(Vibe) that does not depend upon any parameter and creates 
the background by summing earlier observed values for each 
pixel position. But not accurate for dynamic backgrounds and 
shadows. Pixel-Based Adaptive Segmented (PBAS) [13] 
approach updates background using recently calculated pixel 
values. The background model is upgraded every time so as to 
deal with gradual background changes. Some methods that 
are based on texture uses combination of different features 
[14] were used to detect object [15][16] (Mahajan 2019). This 
method fails for smooth surfaces and shadows. GLCM is also 
combine with HSV (hue, saturation and value) [17] to detect 
camouflage moving object. Nikos Paragios et al. [18] 
combined optical flow and color to detect the camouflage 
moving object due to different motion characteristics. 
Features in time and space domain [19] are also used to detect 
camouflage object. The robust object detection [20] is 
reached by the fusion of motion, color and contrast along with 
temporal and spatial features. Camouflage object detection is 
done based on Color and Intensity [21].  
 
 
 

Implementation of Modified Mask RCNN 

Date Archana, Shah Sanjeevani  

https://www.openaccess.nl/en/open-publications
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://crossmark.crossref.org/dialog/?doi=10.35940/ijitee.B6541.129219&domain=www.ijitee.org


 
Implementation of Modified Mask RCNN 

4168 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: B6541129219/2019©BEIESP 
DOI: 10.35940/ijitee.B6541.129219 
Journal Website: www.ijitee.org 

But is sensitive to changes in lights and also detects shadow as 
an object. Thus, to deal with camouflage object edge feature 
is also added along with color and intensity [22].  
This algorithm handles shadow problem effectively in 
recognizing camouflaged object. A combination of 
parametric model and non-parametric [23] model is used to 
detect moving object. This method fails in case of occlusion. 
In [24] both discriminative (DM) modeling and camouflaged 
modeling (CM) are combined using Bayes theorem to detect 
camouflage moving object. But it is impossible to 
differentiate camouflage object from shadow areas. 
A method is proposed in [25] that learns and organizes the 
background motion pattern (SOBS) and hence obtained good 
results in case of dynamic background. Further method 
combines RGBD and SOBS [26] detecting camouflage 
object. With the existing branch for segmentation, anabranch 
network [27] provides classification that predicts the 
probability of having camouflaged target in an image, which 
is combined with the segmentation branch to increase 
accuracy. Accuracy is less on some datasets. In [28], 
Muhammad et al. presented a CNN architecture to detect fire 
in a video surveillance application.  the proposed deep 
learning method suffers from higher false alarm rate. 
Thus, the existing algorithms are not perfect for object 
detection from dynamic background and also for handling 
camouflaged problem. Thus, in this article Mask RCNN with 
CLAHE is used to detect camouflage moving object as well as 
the moving object from dynamic background. 

III. METHODOLOGY 

This Object detection involves locating the positions of the 
objects and classifying each object into different classes. 
Thus, to draw the rectangular box around the object the object 
must be localized accurately. CNN is basically used for object 
detection and localization. There are four main versions of the 
technique, out of which the recent version is Mask R-CNN. 
Each version is elaborated below: 
R-CNN: Selective search algorithm is used for localizing the 
object. After localization features of object are extracted via 
Conv Net, such as Alex Net, before a final set of object 
classifications are made with linear SVMs. 
Fast R-CNN: After the regions of interest (ROI) given by 
deep CNN a layer is used to resize and fuse regions. After this 
classification is done through fully connected layer. 
Faster R-CNN: Instead of using selective search a separate 
model is used that gives proposes regions that contains object. 
Due to this speed increases.  
Mask R-CNN: To faster RCNN, it adds another overhead of 
adding mask for each detected target. 
Thus, the methodology includes Mask RCNN followed by 
contrast limited adaptive histogram equalization for moving 
object detection from dynamic background and camouflage 
handling.  
A.  Mask RCNN 
Mask RCNN is used to segment various targets in an input. 
Output of Mask RCNN is the classified target along with the 
rectangular boxes for the image or video input. Mask RCNN 
consists of two steps: First, it recommends the areas where 
there might be the presence of object based on the current 
frame or video. Second, it classifies the objects according to 
different classes, updates the rectangular box and creates a 
mask in pixel level of the object depending on the previous 

step. Both steps are connected to the strong feature pyramid 
network. ResNet 101 is used for feature extraction from the 
input in Mask R-CNN whereas Convnet is used by faster 
RCNN. So, the initial move is feature extraction and it is the 
input to the next step. 
A model is applied on the output from the first step. This step 
generates the areas or maps that are likely to contain object of 
interest [4]. The outputs are of different shapes and 
dimensions. Thus, to convert them all to the same shape 
mathematical operations are performed on each feature grid. 
Then they are passed through fully connected network (FCN) 
which does prediction and classification. 
Above steps are similar to that of faster RCNN. An additional 
overhead is added in Mask RCNN that generates the mask for 
each predicted object. The predicted regions are compared 
with certain threshold. If the area is greater than threshold 
than it is likely to contain the object of interest. Else avoid that 
particular region. This step is repeated for all the regions and 
then a set of regions is selected having area greater than 
threshold. After this a mask branch is attached to the existing 
architecture. The output is the targeted object with mask on it. 
The size of the mask varies with the object. Model which is 
trained previously on COCO dataset is used. 

B.  Contrast limited adaptive histogram equalization 
(CLAHE): 

In histogram equalization image intensities (biran Abdullah) 
are adjusted to upgrade the clarity of the output. The 
traditional equalization method tries to equally distribute the 
intensity values in the whole image. Since in our proposed 
method a masked object is extracted and remaining part of the 
output is converted to black area, the conventional histogram 
equalization does not benefit image enhancement and will 
change the removed black area with other intensity values. 
Therefore, an adaptive histogram equalization method is 
used. In traditional methods (AHE) mapping of each pixel to 
an intensity value derived from the surrounding pixels is done 
by using a modification function. However, the AHE method 
has the disadvantage of noise over enhancement in cases of 
homogenous regions, or poor noise to signal ratio [29]. 
The Probability Distribution Function (PDF) of a digital 
image (Di) that has TN pixels with intensity values distributed 
in (M) values where nik is the count of intensity pixels at 
intensity level Dij is calculated using equation (1). The 
progressive mass Function (PMF) is given by equation (2). 

              (1)  

=              (2) 

Noise amplification is limited by limiting the slope of the 
PMF function. Here the histogram is cut at the set clip limit 
and intensities are evenly diffuse across each bin [38]. This is 
the difference between AHE and CLAHE. One of the main 
advantages of CLAHE in comparison with AHE is that it 
removes unwanted noise in the homogeneous areas of the 
image. Because of this CLAHE is used in object detection. 
The basic form of CLAHE algorithm enhances the contrast 
among small regions, i.e., tiles, of an image. The contrast of 
every block is individually upgraded to yield histogram that 
matches with the distribution type. 
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The adjacent blocks were consolidated by using bilinear 
interpolation and the picture gray scale qualities were 
adjusted by the altered histograms. 
The essential calculations for image object utilizing CLAHE 
strategy is depicted underneath: 
step 1: Divide the frame into non overlapping regions of size 8 
* 8, every one of which relates to the set of 64 pixels. 
step 2: Calculate histogram for every block. 
Step 3: Set clip limit to crop the histogram. 
step 4: Modify each histogram according to the clip limit. 
Transformation function for uniform distribution is given as 
[30].  

       (3) 
where  
Pgmax=maximum pixel value 
Pgmin=minimum pixel value    
P (x, y) =computed pixel value 
Ci (Dik)= progressive mass Function 
For exponential distribution modification function for gray 
level is given as 

                (4) 

where α = Clip limit 
The PMF of Rayleigh function is  

                  

(5) 
Discriminative function accumulated image is then masked to 
hide some portions of an image and to reveal some portions. 
Here unwanted background is hided for better result and 
fewer complications. Every pixel has its intensity but the 
concept of image intensity does not exist. In term of grayscale 
image, pixel intensity is nothing but its brightness. Brightness 
increases with intensity and vice versa. 
Setting of intensity level of the image is nothing but setting its 
radiance. Structuring elements such as kernel are used in 
morphological operations. Generally, these operations are 
performed on input but here these are applied on the target 
output. The most basic structural operations are dilation and 
erosion. Dilation fills the holes in an image by adding pixels, 
while erosion reduces thickness along the boundaries. Thus, 
to increases visibility of the object and fill empty portions of 
the targeted object dilation is performed on the output image. 

 
Fig 1: Proposed Method block diagram 

IV. IMPLEMENTATION RESULTS 

Qualitative and Quantitative analysis is performed for both 
challenges for few scenarios from standard datasets. 
Sequences such as overpass sequence, water surface, curtain 
and fountain are used to analyze the performance of object 
detection from dynamic background. For camouflage 
challenge sequences are used from LASIESTA and 
CAM_UOW datasets. 
 For both dynamic background and camouflage, the results of 
proposed method were compared with the existing methods. 
The existing methods used for comparison for dynamic 
background are mixture of Gaussian, frame differencing 
method and background updating using background 
registration technique. Existing methods for camouflage are 
optical flow using HSV, histogram of oriented gradients and 
local binary pattern with SVM classifier and Mask RCNN 
without CLAHE. For all the standard datasets the results of 
the proposed method are excellent as compared to existing 
methods.  

A. Qualitative Analysis: 

a. Overpass sequence 

 
Fig 2: Qualitative analysis of overpass sequence. 
b. Water-surface sequence 

 
Fig 3: Qualitative analysis of water surface sequence 
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c. Curtain Sequence 

 
Fig 4: Qualitative analysis of curtain sequence 

d. Fountain sequence 

 
Fig 5: Qualitative analysis of fountain sequence. 
e. LASIESTA-IC01 Sequence 

 

 
Fig 6: Qualitative analysis of IC01 sequence. 

f. LASIESTA -IC02 Sequence 

 
Fig 7: Qualitative analysis of IC02 sequence. 

 
g. CAM_UOW video1 

 

 
Fig 8: Qualitative analysis of CAM_UOW sequence. 

 
h. CAM_UOW video2 

 
Fig 9: Qualitative analysis of CAM_UOW sequence. 
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B. Quantitative Analysis  

Performance metrics considered were, 
 Recall is known as detection rate. 

 

 
 
 Precision is known as measure of exactness.  

 

 
 F measure is known as measure of merit.  

 
The table I shows quantitative analysis for dynamic 
background and table II shows quantitative analysis for 
camouflage moving object. As seen from the result the new 
method gives best result over the existing methods for 
dynamic background as well as camouflage.  

Table I: Quantitative analysis for dynamic background 

Sequences Curtain Fountain Water surface Overpass 

 
R P F R P F R P F R P F 

FDM 99.2 42.9 59.9 76.37 33.0 46.1 93.8 32.0 47.8 78.2 89.3 83.2 

BR 98.9 44.0 60.9 71.11 34.7 46.6 93.9 34.0 50.0 93.2 81.4 86.9 

MOG 14.7 36.1 20.9 47.34 71.1 31.1 56.8 80.0 37.5 68.7 90.1 78.0 

Mask RCNN 93.1 98.7 96.0 97.83 99.0 96.3 93.7 99.0 96.3 88.6 94.8 91.6 

PROPOSED 93.6 98.7 96.1 99.41 99.7 99.5 93.7 99.1 96.3 88.9 94.6 91.7 

 
The qualitative and quantitative results were obtained for 
dynamic background and camouflaged moving object. For 
Dynamic background four standard database sequences were 
used and for camouflage five standard database sequences 
were used. All the results of proposed method are compared 

and analyzed with existing algorithms. In both the challenges 
the results of proposed method both for qualitative and 
quantitative analysis are excellent as compared to existing 
methods. 
 

Table II: Quantitative analysis for camouflage 

 
Sequences 

HSV+OF 
HOG 

+LBP+SVM 
Mask RCNN PROPOSED 

 
R P F R P F R P F R P F 

ICA01 77.37 72.54 74.87 49.00 1.00 66.00 93.40 98.88 96.06 93.40 99.05 97.17 

ICA02 92.81 62.14 74.43 50.00 99.01 67.00 92.04 97.49 94.61 91.82 97.71 94.67 

VIDEO1 68.84 50.65 58.72 52.43 97.14 68.10 90.96 98.47 94.56 91.5 97.92 94.60 

VIDOE2 80.48 73.07 76.60 14.75 73.61 24.57 91.89 95.09 93.46 92.14 95.22 93.65 

V. CONCLUSION 

Methods such as RCNN, Fast RCNN and Faster RCNN 
classifies the object into different classes along with the 
bounding box. In case of Mask RCNN along with bounding 
box and classification, Mask is generated for each object. A 
neural network-based method, modified Mask RCNN using 
contrast limited adaptive histogram equalization is proposed 
and implemented to detect moving object. On the masked 
output contrast limited adaptive histogram equalization 
(CLAHE) is used to improve further results. Then by 

performing different morphological operations final object is 
detected.  The method is tested on different standard datasets 
for detecting moving object from dynamic background and 
camouflaged handling. The proposed method is compared 
with existing algorithms for qualitative and quantitative 
measures. As seen from the results the proposed algorithm 
gives best results as compared to existing algorithms. 
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