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 

Abstract: Now a day the data grows day by day so data mining 

replaced by big data. Under data mining, Text mining is one of 

the processes of deriving structured or quality information or 

data from text document. It helps to business for finding 

valuable knowledge. Sentiment analysis is one of the 

applications in text mining.  In sentiment analysis, determine the 

emotional tone under the text. It is the major task of natural 

language processing. The objective of this paper to categorize the 

document in sentence level and review level, and classification 

techniques applied on the dataset (electronic product data). 

There is an ensemble number of classification techniques 

applied on the dataset. Then compare each techniques, based on 

various parameters and find out which one is best. According to 

that give better suggestions to the company for improving the 

product. 

 

I. INTRODUCTION 

  Web mining is another technique that handles the web 

data. It derives the quality data from web document. It 

improves the efficiency of web search engine by identifying 

the web pages and classifying the web documents.  The main 

application of web mining is e commerce sites. It mainly 

divided into three types: content mining, structure mining, 

and usage mining. Web content mining is used to extract the 

text data from web document. Web structure mining is used 

to mine the link structure of hyperlink and it identifies the 

pages are either linked by information or direct link. Web 

usage mining mainly focuses on web log records or history 

records[1],[ 3],[5] 

 

 

Text mining is the process of extracting or deriving high 

quality information from unstructured content. The 

applications of text mining are, information extraction(IE), 

natural language processing(NLP), data mining(DM), 

information retrieval(IR). The main advantages of text  
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mining are, the companies use this technique for knowing 

better customer relationship. [2 ],[ 4],[6] 

 

 

Sentiment analysis is one of the applications in text 

mining[7],[ 9] ,[11] 

. The amount of data that is generated from this website 

will increases. Based on opinions the organizations will take 

decisions. Peoples also take recommendations from the 

others before purchasing a product. Every compan y get the 

benefit from the customer review. They analyse the reviews 

and decide what are the steps will take for increasing profit. 

Reviews are collection of sentences and each sentence has 

aspects and sentiments associated with it. [8],[ 10] ,[12] 

 

The objective of this paper mainly focuses on sentiment 

analysis of a document. The sentences are categorized into 

sentence level and review level and applied classification 

techniques like KNN, naïve bayes, decision tree on the 

dataset. The sentence level categorization means classify the 

sentences into positive sentence, negative sentence and 

neutral sentence based on the sentiments conveyed. The 

review level categorization means classify the sentences 

based on rating of the reviews. The star rating used to classify 

the products. Based on that, company can improve the 

product. The 1 star, 2 star used for negative sentence, 3 star 

create neutral effect and 4 star and 5 star used for positive 

sentence. After analysing the result, compare various 

parameters and find out which one is giving the best result. 

According to that given better suggestions to the company for 

improving the product. [13], [15] ,[ 17] 

 

II. LITERATURE SURVEY  

Kim Schouten and Flavius Frasincar [2018]: This survey 

paper focuses on aspect-level sentiment analysis, where the 

objective of this paper is to find and aggregate sentiment on 

entities within documents or aspects of them. The paper 

explains how to aspect level sentiment analysis is done on the 

document. And it uses machine learning to model the 

languages because it is non-random and very complex. 

[14],[ 16], [18] 

Xing Fang and Justin Zhan [2015]: This paper managing 

the problem of sentiment polarity categorization. They used 

the online product review dataset collected from 

Amazon.com. Experiment will do on both sentence-level and 

review-level. The experiment done on the scikit, is an open 

source tool written in python. 

They compare the techniques 

naïve bayes, random forest and 
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SVM. [19],[21],[23]Deb Dutta Das, Sharan Sharma, 

Shubham Natani, Neelu Khare and Brijendra Singh [2017]: 

The paper uses twitter data for sentiment analysis. They did 

the sentiment analysis using R and Rapid Miner. The tweets 

are derivers and classified into neutral, negative and positive 

sentiments. The naïve bayes algorithm is used by the two 

software. Both result is analysed and finally conclude which 

tool give better result. [20],[ 22], [24] 

 

Md Shoeb, Jawed Ahmed [2017]:  This paper, done 

sentiment analysis on twitter dataset. They collect the dataset 

and applied text mining techniques and perform sentiment 

analysis. This paper used the rapid miner tool and applied 

classification techniques. This compared three classification 

techniques and find which one give the better accuracy. 

[25],[27],[29] 

 

Sindhu C Dyawanapally Veda Vyas Kommareddy 

Pradyoth [2017]: The paper uses sentiment analysis then 

pre-processed the data and the reviews are classified 

according to their polarity confidence. They used the rapid 

miner tool for  review processing and compare the algorithms 

SVM and Naïve Bayes. In future they planned to use decision 

tree and KNN. [26],[28],[30] 

III. METHODOLOGY  

A. Module Description  

 

Dataset: Electronic product data 

The dataset is downloaded from Data.world.com. The list 

involves 7000 online reviews of 50 electronic products from 

websites like Amazon and Best Buy provided by Datafiniti’s 

product database. The dataset include 26 attributes like id, 

brand, colours, review rating, review text, review title etc. 

The paper uses review text and the sentiment analysis are 

done. Based on that, it is classified into positive, negative 

sentences. 

 

Data Pre-processing: 

Data preprocessing means cleans the data.The steps 

during data pre-processing are, 

Data cleaning: The unwanted data is cleaned by replacing 

missing values or removing the data. 

Data Integration: Different types of data are combined 

together and problems are solved. 

Data Transformation: Data is converted to another format. 

Data reduction: The size of data is reduced and used in data 

warehouse. [31],[33],[35] 

 

Sentiment sentence extraction: 

The subjective content is extracted and done sentiment 

analysis on that. The subjective content consist all type of 

sentiment sentences. The sentiment sentences must include 

positive or negative word. [32],[34],[36] 

 

Part of speech tagging: 

Each sentence has its own meaning by using the words. In 

English, there are 8 part of speech like the noun, verb, 

pronoun, adjective, adverb, preposition, conjunction and 

interjection. The POS tagger filtered out noun and pronoun. 

 

Removal of implicit statements: 

The statements consists neutral words. So such types of 

words are deleted from the sentences. The identification of 

neutral words improves overall accuracy.  

 

Sentiment phrase identification: 

Each phrase has different meaning in different sentence. The 

sentiment phrase depends on the situation of the sentence. 

There are two types of phrases, verbal phrase and adjective 

phrase. After removing the neutral words, the phrases should 

be identified. [37],[39],[41] 

 

Sentiment score computing: 

The token is a word or phrase. In sentiment score 

computing calculate, “how many times the word will occur in 

a sentence”.  

Feature vector generation: 

The tokens are derived from the product dataset. These 

tokens are known as a feature, which is used for sentiment 

categorization. Each data converted to vector and known as 

feature vector generation. In sentence level categorization, 

vector is created based on sentence. [38],[40],[42] 

 

Document categorization: 

The document is categorized into two levels, sentence and 

review levels. The sentence level means the document 

classified into positive sentence, negative sentence, and 

neutral. The review level categorization done based on 

ratings of the product. The 1 star, 2 star used for negative 

impact of the product. The 3 star creates neutral effects and 4 

stars, 5 stars are for positive effect of the product.  

 

Classification techniques: 

The classification is a data mining technique, which 

assign the data into predefined class. The commonly used 

classification algorithms are decision tree, rule based 

techniques, neural networks and Bayesian classification. The 

various parameters in classification technique are, 

 

Accuracy: Accuracy is defined as the amount of 

assumptions is correct.  

 

(Number of data correct)/(Total number of data) 

 

Precision: Precision the percentage of the correct result. 

 

      (True Positive)/(Total corrct data) 

 

Recall: Recall is defined as the quantity of the dataset.  

B. Classification Techniques   

Naïve bayes classifier: 

The naïve bayes 

classification follows Bayes' 
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theorem with strong (naive) independent assumptions. It is 

the descriptive term under probability model. The advantage 

of the algorithm is small amount of dataset needed. The 

entire matrix not determined; only the some variables are 

considered. 

 

K nearest neighbour: 

This is another classification algorithm. The data is 

classified by the nearest neighbours and it is assigned to the 

class. The value of K is one and data assigned to nearest 

neighbour. K is typically small and positive integer. The 

distance functions include,  

 

Euclidean Distance: √ (∑_(i=1)^n▒〖(X〗 i)-Yi)2 

 

Manhattan Distance: ∑_(k=0)^n▒〖| X k-Yk|2〗 

 

Decision Tree:  

 

This algorithm is used for machine learning. This 

technique includes classification and regression methods. 

Decision tree is visually represented the decisions. It uses tree 

like model of decisions where it consist root node and child 

node. The decision rule is: 

IF  

{condition 1 and condition 2 

 THEN  

The outcome 

} 

IV. EXPERIMENTAL RESULT  

Rapid miner Workflow: 

 

A.  Sentiment analysis 

 

 

 

B.  CLASSIFICATION TECHNIQUES: 

 

 

Naïve bayes 

 

 
 
K nearest neighbour 
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Decision tree 
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                                  Fig 1: Accuracy chart 

 

 

 
                                       Fig 2: Class Recall 

 
                                       Fig 3: Class Precision 

 

From the experimental result, the decision tree have highest 

accuracy rate than naïve bayes and k nearest neighbour. So 

this algorithm has the highest quality and handles the 

dataset. Therefore it is considered as best classification 

algorithm. 

 

 

 

 

 

 

V. CONCLUSION 

The paper deals with the sentiment analysis for different 

level categorization using rapid miner tool. The text 

document is categorized into sentence level and review level, 

and classification techniques applied on the dataset 

(electronic product data). There is an ensemble number of 

classification techniques applied on the dataset. Then 

compare each techniques, based on various parameters and 

find out which one is best. According to that give better 

suggestions to the company for improving the product. From 

the experimental result it concluded that decision tree give 

highest accuracy than others. So decision tree is the best 

classification algorithm. 
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