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     Abstract:  The major goal of this paper is to explore the effective 

state estimation algorithm for continuous time dynamic system 

under the lossy environment without increasing the complexity of 

hardware realization. Though the existing methods of state 

estimation of continuous time system provides effective estimation 

with data loss, the real time hardware realization is difficult due to 

the complexity and multiple processing. Kalman Filter and Particle 

Filer are fundamental algorithms for state estimation of any linear 

and non-linear system respectively, but both have its limitation. 

The approach adopted here, detect the expected state value and 

covariance, existed by random input at each stage and filtered the 

noisy measurement and replace it with predicted modified value for 

the effective state estimation. To demonstrate the performance of 

the results, the continuous time dynamics of position of the Aerial 

Vehicle is used with proposed algorithm under the lossy 

measurements scenario and compared with standard Kalman filter 

and smoothed filter. The results show that the proposed method 

can effectively estimate the position of Aerial Vehicle compared to 

standard Kalman and smoothed filter under the non-reliable 

sensor measurements with less hardware realization complexity. 

 
Index Terms: Kalman Filter; Particle Filter; state estimation; lossy 

network; state- measurement update; stochastic stability Multiple 

Model.  

I. INTRODUCTION 

  The basic techniques involve for the estimation which 

provide foundation for the application like navigation, 

parameter tracking includes ML (maximum likelihood), MAP 

(maximum a posteriori estimation), LS (Least square error) 

and MMSE (minimum mean square error) where State 

Estimation problem refers to the inference of one or more 

parameter of the system with noise either by state or 

measurement model. Practically all the systems are driven by 

the system model dynamics with the influence of noise which 

need to be adjusted or predicted for the effective application. 

This system can be categorized by three which is continuous 

system, discrete systems and hybrid system. Hybrid system 

have both continuous and discrete dynamics. Hybrid system is 
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the special case where the continuous dynamic of the hybrid 

systems driven by the discrete dynamics.  

The state estimation of system is useful in many 

applications in the field of biology [1] , Chemistry [2], 

communications, aeronautical engineering [3], stock prices 

[4] etc. In few field the solution is given through SWJ 

(Switching Without Jumps). The State estimation technique 

of hybrid system discussed in [5][6] is not useful for all the 

state estimation. The complexity of the state estimation of 

hybrid system is higher than the others.  State estimation 

algorithm like adaptive multiple model iterated least squares) 

, adaptive multiple model unscented Kalman filer [7] , 

Interactive multiple model[8] and its different version like 

Interactive multiple model – Kalman Filter, Interactive 

multiple model – Extended Kalman Filter , Interactive 

multiple model -unscented Kalman filter, Interactive multiple 

model – Unscented Gauss-Helmert model  [9] provide good 

state estimation at the cost of higher order mathematics 

calculation.  As Majority of the dynamic system can be easily 

and effectively classified as the continuous time linear 

dynamics systems [10].  

The state estimation of this type of systems with less 

mathematical computation by avoiding higher order 

calculation with efficient state estimation compare to the 

standard algorithm is desirable. This will help us to easily 

make it a hardware realizable.  

To overcome this issue, we have proposed a novel and 

simple algorithm for continuous time linear dynamics system. 

The results show that under excited random inputs case our 

algorithm performs better compared to standard Kalman filter 

[11]. To check the results of our algorithm, we have taken 

case of unmanned aerial vehicle system dynamics as an 

example. The result of our algorithm is compared with the 

standard Kalman Filter, Average Smooth Filter algorithm 

which show that our algorithm gives good estimation 

accuracy that under excited random inputs with less 

computational complexity.  

The rest of this paper is organized as follows: in Section II, 

system mathematical modelling is discussed. In Section III, 

we have discussed processing steps of our algorithm and its 

pseudocode. In Section IV, we illustrate the  

performance of our algorithm with simulation results and 

conclusions. 
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II. SYSTEM DESCRIPTIONS 

The common continuous time linear dynamics system is 

described by the following equation,  

( ) ( ) ( ) ( ). ( ) ( ) ( )x t A t x t B t u t D t v t= + +  ....................(1) 

Where , state vector represented by x , input vector by u , 

process noise by v  with zero mean and white , system matrix 

by A , input gain by B and noise gain by D . Above state 

equation can be re-written as ( ) ( ) ( ) ( ) ( )x t A t x t D t v t= +  

without input.[12] 

The above equation is known as plant equation. The 

measurement equation for the continuous time dynamics 

system is described by  

( ) ( ) ( ) ( )z t C t x t w t= + ……..….......................(2) 

Where, w  is the measurement noise and C  is 

measurement matrix. For this system state is considered as 

Markov process and propagation of states’ mean and 

covariance with the known input and non-stationary white 

process noise with zero mean is given by  

[ ( )] ( )E v t v t=  and auto covariance function  

[[ ( ) ( )][ ( ( ]'] ( ). ( )E v t v t v v V t t   − ) − ) = − . 

The state expected value ( )x t  is determine by the 

differential equation of the state known as propagation 

equation of the mean follows from differentiating expected 

value 

0
0 0( ) ( , ) ( ) ( , )[ ( ) ( ) ( ) ( )]

t

t
x t F t t x t F t B u D v d     = + +
Where , 0( )x t  is the initial state and state transition matrix 

from 0t  to t  is given by 0( , )F t t .  

Based on the differential equation 

( ) ( ) ( ) ( ) ( ) ( ) ( )x t A t x t B t u t D t v t= + +  the expected 

value of the state ( ) [ ( )]x t E x t  is decided.  

In this system description the lossy measurement update 

through covariance, the state estimation of the system cannot 

be done accurately. So we need to design an algorithm which 

detects the lossy measurement and discard of the effect of 

lossy measurement [13] for the effective state estimation 

without using any higher order calculation for the effective 

future hardware realization. 

III. THE PROPOSED METHOD FOR THE STATE 

ESTIMATION 

In this section, we will discuss a novel and simple 

algorithm for the continuous time linear stochastic dynamic 

system. Figure 1 shows the block diagram of the proposed 

algorithm which can be classified in three main categories. (i) 

System evolution- which deals with system state dynamics 

where process and measurement equation decide the system 

evolution. (ii) State Estimation-  deals with calculation of 

expected value of state under the influence of random exited  

 

Fig 1. Block diagram of Proposed algorithm 

inputs with the help of covariance matrix and gain.  with 

noise. (iii) Loss detection with gain-covariance computation- 

in which, based on the available state and measurement 

update we remove the lossy measurement and update it with 

maximum likelihood for the effective state estimation 

calculation. The pseudocode of the proposed algorithm is 

given below in Figure 2.[12][14] 

 

Fig 2. Proposed Algorithm Pseudocode Excited By 

Random Inputs  

Above pseudocode can be used for evaluation of the 

sensitivity of the filter to an incorrect gain. In case of lossy 

measurement, the state update predicted the faulty state which 

leads to the noisy updated state covariance matrix. This noisy 

state covariance matrix degrades the performance next state 

prediction.[15]  Our proposed algorithm detects the noisy 

state measurement and assign the appropriate state covariance 

updated based on the application specific threshold to avoid 

the recursive error expansion in the system due the noise.  

http://www.ijitee.org/
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IV. SIMULATION RESULTS  

In this section, to check the results of our proposed 

algorithm , the a novel and simple proposed algorithm is 

compared with standard Kalman Filter [16] and Average 

Smoothed Filter. We use the continuous time dynamics 

system [17] with state-dependent transitions to model the 

aerial vehicle to observe the performance of our algorithms. 

This efficient state estimation will help us to implement the 

effective estimation algorithm for multiple modes hybrid 

system under the noisy state measurement scenario. The 

continuous dynamics consider for the simulation [3][11] is 

given by 

 = a  …(3) 

Which is known as state prediction or process equation and 

the measurement prediction is given by   

   C.  ..(4) 

Where    ; 𝑥𝑡 is State vector with  p = position,  

v = velocity and . 

Here , State  Noise/Error =  

 ; , = variance in 

velocity & position = Measurement  Noise  

As shown in Fig. 2, the state estimation of system under 

lossy or false measurement state update using Average 

smooth filter or Kalman Filter both fails. Figure3 shows the 

MSE (Mean square error) for the same scenario of Non- 

smooth filter (NSF), Average smooth filter (ASF) and 

Kalman filter (KF). 

Table I: Average Mean Square Error(MSE) with 50 

Monte Carlo Simulation 

% 

Lossy 

Measurement 

Average MSE of 

Proposed 

Algorithm  

Average MSE of 

Standard 

Kalman  

Average MSE 

of 

Smooth Filter 

Algorithm  

20 0.2434 0.2310 0.2206 

25 0.3748 0.3250 0.3388 

30 0.6006 0.6504 0.6563 

35 1.2041 1.2556 1.2276 

45 3.3578 3.5807 3.5917 

55 8.6374 9.0264 8.8979 
 

Table I shows the comparison of the Average Mean Square 

Error (MSE) values for 50 Monte Carlo simulation with 20 % 

to 55% lossy measurements. In which our proposed algorithm 

performs better than standard Kalman and smooth filter.  

Table II: Average Mean Square Error(MSE) with 500 

Monte Carlo Simulation 
 

        % 

Lossy 

Measurement 

Average MSE of 

Proposed Algorithm  

Average MSE 

of 

Standard 

Kalman  

Average MSE 

of 

Smooth Filter 

Algorithm  

20 0.2206 0.2447 1.7124 

25 0.3388 0.4630 2.2463 

30 0.6563 0.9295 3.1626 

35 1.2276 1.7679 4.7847 

45 3.5917 4.9382 11.0579 

55 8.8979 11.8160 23.8248 

      

Table II shows the comparison of the Average Mean 

Square Error (MSE) values for 500 Monte Carlo simulation 

for more accurate results with 20 % to 55% lossy 

measurements, our proposed algorithm performs better 

compared to other two. Figure 3 & 4 shows Average Mean 

Square Error values with respect to different percentage lossy 

measurements. In both the figures it is evident that our 

proposed algorithm performs better.  

 

 
Fig 3. Average MSE (using MC-500) of State 

Estimation with Random Lossy Measurement 
 

 
Fig 4. Graphical Representation of Average MSE of 

Random Lossy Measurements 

 

Table III: Overall Percentage Improvement Of Mean 

Square Error (MSE) 

% 

Lossy 

Measurement 

Average MSE of 

Proposed 

Algorithm  

Average MSE of 

Standard 

Kalman  

% Improvement 

of Avg MSE  

compared to  

Standard 

Kalman  

20 0.2206 0.2447 10.9098 % 

25 0.3388 0.4630 36.6533 %  

30 0.6563 0.9295 41.6302 % 

35 1.2276 1.7679 44.0051 % 
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Table III represents the overall improvement in terms of 

percentage of MSE. This results shows when the lossy 

measurements increases for the state estimation, standard 

Kalman filter algorithm’s performance reduces compared to 

our proposed algorithm.  

 

Fig 5. State Estimation Of Aerial Vehicle Using Proposed 

Algorithm 

Fig. 4 and 5, demonstrate the performance of our proposed 

algorithm based on state estimation MSE and average MSE 

for entire simulation. For the effective visualization of the 

performance of our proposed algorithm Figure 4 & 5 

represent the MSE in different lossy scenario where without 

increasing any computational complexity for the state 

estimation, State estimation error for our proposed algorithm 

is less than the other techniques. 

V. CONCLUSION 

The results show that, our proposed algorithm under lossy 

measurement performs better and gives 44% improvement 

compared to standard Kalman filter in terms of MSE for 35 % 

measurement loss. As a future work, this algorithm can be 

used for the hybrid system state estimation where multiple 

mode of CT systems is driven by Markov jumps. Also further 

work can be done to check the influence of measurement 

delay for the state estimation. 
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