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Abstract: Diabetes is one of the most lethal diseases in the 

world. It is also a precursor to various other disorders such as 

coronary failure, blindness, and kidney diseases. Patients often 

need to visit diagnostic centers to get their reports after 

consultation, which requires a significant investment of time and 

money. However, with the growth of machine learning methods, 

we now have the ability to address this issue. Advanced systems 

utilizing information processing can forecast whether a patient 

has diabetes or not. Furthermore, early prediction of the disease 

can provide patients with critical interventions before it fully 

develops. Data mining techniques can extract hidden information 

from large datasets of diabetes-related information. The aim of 

this research is to develop a system that can predict the diabetic 

risk level of a patient with higher accuracy. The model 

development is based on classification methods such as K-Nearest 

Neighbors, Decision Tree, and Support Vector Machine (SVM) 

algorithms. For K-Nearest Neighbors, the models achieve an 

accuracy of 71%, 78% for SVM, and 70% for the Decision Tree 

algorithm. The outcomes demonstrate a significant accuracy of 

these methods. 
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I. INTRODUCTION

Diabetes is a condition characterized by a deficiency of

insulin in the blood. Symptoms of high blood sugar include 

frequent urination, increased thirst, and heightened hunger. If 

left untreated, it can lead to severe complications and even 

death. An elevated blood sugar level is referred to as 

prediabetes. The effectiveness of a decision support system is 

determined by its accuracy. Therefore, the objective is to 

build a decision support system to predict and diagnose a 
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certain disease with extreme amount of precision. 

II. BACKGROUND STUDY

A. Diabetes Predictive System

A diabetes prediction system is a highly useful tool in the 

healthcare field. This paper proposes an accurate system for 

diabetes prediction. The predictive system takes input from 

the patient and determines whether the patient has diabetes 

based on machine learning algorithm [9][10]. Through 

experiments, we can conclude which algorithm provides the 

most accurate results for predicting diabetes. In this paper, 

three algorithm: Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), and Decision Tree - are used to predict 

diabetes, as these algorithms provide better accuracy 

compared to others. 

Fig.1. General Predictive System 

B. Motivation

There has been a drastic increase in the rate of people

suffering from diabetes over the past decade. The current 

human lifestyle is the main reason behind this growth in 

diabetes. In current medical diagnosis methods, there can be 

three different types of errors:- 

1. False-negative:  In this type, a patient who is actually

diabetic receives test results indicating that they do not have

diabetes.

2. False-positive: In this type, a patient who is not diabetic

receives test results indicating that they have diabetes.

3. Unclassifiable: In this type, the system cannot diagnose

a given case. This happens due to insufficient knowledge

extraction from past data, resulting in a patient's condition

being predicted as unclassified.

However, in reality, patients need to be accurately

categorized as either diabetic or non-diabetic. Errors in 

diagnosis can lead to unnecessary treatments or neglect when 

treatment is necessary. To mitigate these impacts, there is a 

pressing need to develop a system using machine learning 

algorithms and data mining techniques that can provide 

precise results and minimize human effort. 
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III. LITERATURE SURVEY  

A new data preparation method based on clustering 

algorithms for the diagnosis systems of heart and diabetes 

diseases has been proposed [10][11][12]. The most important 

factors that hinder pattern recognition from functioning 

rapidly and effectively are noisy and inconsistent data in 

databases. Existing research has explored various approaches 

for diabetes detection, including data mining techniques such 

as clustering [6] and classification. Algorithms like k-Nearest 

Neighbor (k-NN) [1], k-means, and branch and bound have 

been proposed for diabetes prediction. Comparative analysis 

has been conducted using a basic diabetic dataset. The 

importance of feature analysis in predicting diabetes [7] 

using machine learning techniques is also discussed. A 

significant issue in existing systems is high false positives. 

This proposed system aims to address these challenges 

through the following machine learning algorithms. 

A. SVM: Support Vector Machine (SVM) is a supervised 

machine learning algorithm used for both classification and 

regression. The objective of the SVM algorithm is to find a 

hyperplane in an N-dimensional space that distinctly 

classifies the data points [1][2]. 

B. KNN: K-Nearest Neighbors (KNN) works by finding the 

distances between a query and all the examples in the data, 

selecting the specified number of examples (K) closest to the 

query, and then voting for the most frequent label (in 

clastion) or averaging the labels [5][6]. 

C. Decision Tree: A decision tree is a decision support tool 

that uses a tree-like model of decisions and their potential 

consequences, including the outcomes of chance events 

[3][4]. 

IV. PROPOSED SYSTEM 

The proposed study focuses on the classification of the 

Indian PIMA dataset for diabetes as a binary classification 

problem. In this system, the model is trained using a dataset. 

Preprocessing steps are employed to handle null values and 

eliminate irrelevant data that may not contribute to the 

predictive system [14]. 

 

Fig.2. Diabetes Predictive System 

The proposed system follows the following steps: 

▪ Data Collection 

▪ Data Preprocessing 

▪ Data Analysis 

▪ Standardizing the Data 

A. Data Collection 

 Before collecting the data, we need to import all the libraries 

that we are going to use in this model. 

 

 
Then, we collect the data. We have already downloaded the 

data from the Kaggle dataset [8] and load it into our system 

using pandas. This dataset contains the following attributes: 

Pregnancies: Number of pregnancies 

Glucose: Glucose levels of the person 

Blood Pressure: Blood pressure of the person 

Skin Thickness: Skin thickness of the person 

Insulin: Insulin levels of the person 

BMI: Body Mass Index (BMI) of the person 

Diabetes Pedigree Function: Diabetes pedigree function of 

the person 

Age: Age of the person 

Outcome: Output (indicating sificapresence or absence of 

diabetes) 

B. Data Preprocessing 

This phase of the model addresses inconsistent data to 

achieve more accurate and precise results. The dataset 

contains missing values, so we imputed missing values for 

selected attributes such as Glucose level, Blood Pressure, 

Skin Thickness, BMI, and Age, since these attributes cannot 

logically have values of zero. After imputation, the dataset is 

scaled to normalize all values. 

 

Fig.3. Sample Data Set 

C. Data Analysis 

In this step, we analyze the data to build a model that 

predicts whether a person has diabetes or not. Now we plot 

the correlation matrix heatmap to analyze which factors are 

most correlated with our outcome. Here, 0 indicates Diabetes 

and 1 indicates no Diabetes. 

 

Fig.4. Plotting of Outcomes Columns 
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D. Standardizing the Data  

Here, we designate the labels as x and y axes. On the 

x-axis, we include all values except the outcome, which is 

placed on the y-axis. 

 

Fig.5. Y Labels 

 

Fig.6. X Labels 

 

Fig.7. Splitting the Dataset to Train and Test 

E. Model Building  

From here, we are going to build a model. For feature 

scaling, we use Standard Scalar, which scales the features and 

predicts values for new data. 

 

For modeling, three classification algorithms are used. 

a. K-neighbors Algorithm 

 

Fig.8. KNN Classification 

KNN works by calculating the distances between a query 

and all examples in the data, selecting the specified number 

of examples (K) closest to the query. It then assigns the most 

frequent label among these neighbours as the prediction (in 

classification tasks) [5][6]. 

 

We train our data using the KNN algorithm with 

n_neighbors set to 25, which was determined using least 

squares. Then, we predict the Y values using the algorithm. 

 

Fig.9. Predict the Y Values with KNN Algorithm 

 

Fig.10. Confusion Matrix 

 

Fig.11.   Accuracy with that Algorithm 

b. Support Vector Machine Algorithm:  

 

Fig.12.  SVM Model 

Support vectors are data points that are closer to the hyper 

plane and influence the position and orientation of the hyper 

plane.  
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By using these support vectors, SVM aims to maximize the 

margin of the classifier. Removing support vectors may alter 

the position of the hyper plane. These points are crucial for 

constructing our SVM model. 

 

The classifier using the Support Vector Machine (SVM) 

algorithm classifies our data and is used to predict with our 

trained model. It achieves an accuracy score of 

approximately 0.78. 

c. Decision Tree 

A decision tree is a decision support tool that utilizes a 

tree-like model of decisions and their potential consequences, 

including chance event outcomes, resource costs, and utility. 

It represents an algorithm containing conditional control 

statements in a graphical form. 

 

Fig.13. Decision Tree Model  

We train our data using the Decision Tree algorithm. Then, 

we predict the Y values using the algorithm. 

 

Fig.14. Decision Tree Classifier 

 

Fig.15. Predict the Y Values with Decision Tree   

Algorithm 

 
Fig.16. Classification Report and Confusion Matrix of the 

Decision Tree Model 

It gives nearly 0.688 Accuracy score. 

 

 

Fig.17. Making Predictive System  

V. RESULTS 

The thought experiments are conducted on a set of data 

samples. The following are some screenshots of the 

execution of data samples for the prediction of results. 

 

 

 

 

Accuracy of Algorithms 

Table- I: Comparison with SVM, KNN, Decision Tree 

Classifiers Accuracy Score 

SVM 0.7866449511400652 

Decision Tree 0.7012987012987013 

KNN 0.7112987012997987 

Based on the table above, it is evident that SVM achieves a 

high accuracy of 78%. 

Future Scope: The future scope of this research is to 

develop a system capable of predicting diabetes based on new 

data provided by users at any time. This advancement aims to 

contribute significantly to reducing the number of diabetes 

cases worldwide, thereby offering substantial benefits to the 

healthcare sector [10][13]. 
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VI. CONCLUSION 

Diabetes represents a heterogeneous group of diseases 

characterized by chronic elevation of glucose in the blood. 

The primary goal of the American Diabetes Association [10] 

is "To prevent and cure diabetes and to improve the lives of 

all people affected by diabetes." Through the application of 

Support Vector Machine (SVM), K-Nearest Neighbors 

(KNN), and Decision Tree techniques, we achieved 

accuracies of 78%, 70%, and 71% respectively. Based on 

these results, SVM emerges as the most effective algorithm 

for predicting diabetes. 
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